ECG2 - Mathématiques appliquées Lycée Clemenceau - Reims

Correction - AP 12
Probabilité d’une panne et durée de
fonctionnement d’un systeme

ESSEC II 2016

Premiere partie : Propriétés asymptotiques d’une variable aléatoire
1. (a) Décomposons I'événement [X > j — 1] en union de 2 événements incompatibles:
[(X>j-1]=[X=jlU[X >]]

(car les valeurs strictement supérieures j — 1 sont la valeur j et les valeurs strictement
supérieures a j). Ainsi,

PX>j-1)=P(X=j)+P(X>j)eP(X=j)=P(X >j—1)—P(X > j)

(b) Soit p un entier naturel non nul,

Jj=1

Y JP(X =j) = ij (X >j—1)=) jP(X >j) (d’apres 1.(a))
j=1 j=1

p—1

(]

(k+1)P(X > k) Z (X >7) (en posant k =j — 1)

k=0 j=1
p—1 p—1 P
= kP(X > k) + (X >k) =) jP(X > )
k=0 k=0 j=1
p—1 P -
= EP(X > k) =Y jP(X > j) Z (X > k)
k=0 j=1 =0
p—1 p—1 p—1
= 0+ Y kP(X >k) =Y jP(X >j)—pP(X >p)+ > P(X > k)
k=1 j=1 k=0

p—1
= —pP(X >p)+ Y P(X >k
k=0

2. (a) i. X admet une espérance donc d’apres la définition de ’espérance, Z EP(X = k) con-
verge absolument donc converge.

ii. On a :
+o00 p
Z kP(X = Y kP(X=k)-> kP(X =k)
k=p+1 k=1 k=1

p—+oo
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iii.

iv.

ii.

On a:

“+00
pP(X >p) = pP| |J [X =K
k=p+1

= p Z P(X =k) (événements incompatibles)
k=p+1
+oo

= Y pP(X=k)

k—p+1

IN

Z kP(X (sommation d’inégalités)
k=p+1

car si k € [p+1,+o0] alors p < k donc pP(X = k) < kP(X = k) (car P(z = k) > 0).
On a donc :

0<pP(X >p) < ka pI*ooO'
k=p+1

Donc par encadrement, lim pP(X > p)=0.
p—r+00
D’apres 1.(b), on a :

ZPX>] Z J) +pP(X > p)

qui admet donc bien une limite lorsque p tend vers 400 comme somme de deux suites
convergentes d’apres 2.(a)i. et 2.(a) iii.
On fait tendre p vers +o0o dans 1’égalité précédente, on obtient :

+oo
ZP(X>] Z]P +p£moopP(X>p) w+0=p
i. On a
P p—1
vpr1— vy = Y P(X>j) =) P(X>j)
§=0 j=0
p—1 p—1
= Y P(X>j)+P(X>p)— > P(X>j)
§=0 §=0
= P(X>p)=>0

La suite (vp,) est croissante (donc admet une limite finie ou tend vers +00).

D’apres la question 1.(b), on a :

D p—1
Y jP(X =j)=> P(X >j)—pP(X >p)=v,—pP(X >p) <1,
=1 =0

car pP(X > p) > 0.
D’autre part, comme (vp,) est croissante donc sous sa limite, on a :

—+00

vp <Y _P(X > j).

=0
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On a donc :
p “+00
Y JP(X =j4) <Y P(X > ).
7=1 7=0

iii. La série de terme général jP(X = j) est croissante (en tant que série & terme général
positif) et majorée d’apres la question 2.(b)ii. donc elle est convergente d’apres le
théoreme de la limite monotone. FElle est donc aussi absolument convergente car a
termes positifs. Par définition de I’espérance, X admet bien une espérance.

(c) D’apres la question 2.(a), si X admet une espérance alors la série de terme général P(X > j)
converge. D’apres la question 2.(b), la réciproque est vraie. Ainsi, les propriétés sont bien
équivalentes.

3. (a) D’apres la question 1.(a), on a pour tout j > 1 :
1 1
P X=j5)=PX>j—-1)-PX>j)=—— ——.
(X=j)=PX>j—-1)—P(X >} TG
Ainsi,
e Pour tout j € N*,
J<j+1 = j*<(+1)* (croissance de z — z® sur RY)

(décroissance de l'inverse sur RY)

e Pour tout NV > 1,
N N
1 1 1
PX=j)=> m-—=)=1-7— — L
jgl< ) Z<J’°‘ (j+1)°‘> (N +1)* Notoo

+oo
On adonc > P(X =j)=1.

i=1
On définit donc bien une loi de probabilité.

(b) D’apres la question 2.(c), on sait que X admet une espérance si et seulement si la série de
terme général P(X > j) converge. Or :
1 1

(G+D> 5>

On reconnait le terme général d une série de Riemann qui converge si et seulement si a > 1.

Donc par théoreme de comparaison, X admet une espérance si et seulement si o > 1.

(¢) Pour tout j € N*,

. 1 1 1 “ 1 N
Pu=n==ﬁ—uﬂw:wo_@im>5”1_@@QWQ

N (I S N PR
jo ja(1+%)a jo (14_%)& .

(d) i. f est définie (car 1+2 > 0 sur [0, 1] ) et dérivable sur [0, 1] comme composée et somme
de fonctions usuelles dérivables sur [0, 1]. Pour tout x € [0, 1],
1 1—(1+ax)t!
- A=
(14 x)ott (14 x)att

P(X >j) =

fuazau+x>a1_a:a[

Ainsi, comme o > 0 et x € [0,1], f/(x) est dusignede 1 —(1+2)*"! <Ocar1+2 > 1
donc (1 + 2)t! > 12+t = 1. Donc f est décroissante sur [0, 1].
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ii. On sait par décroissance de f que, pour tout = € [0, 1], f(z) < f(0) = 0. On pose alors
m:%E [0,1] car j > 1 donc 0 < jl < 1. On obtient :

1 1 1
- —0-<0&1- <
J

(1+4)" (1+1)

Ainsi, d’apres 3.(c),

1 1 1
< —
- ja

| <-
j* <1+%)a j

(e) On remarque que X = % —+> 0, ainsi, par développement limité d’ordre 2 on a :
_>

1 1\ @ 1 —a(-a—-1)1 1
a:<1+‘> :1—04*.4-7( ).2+0<.2>
(1+%) J J 2 J J

Q

«
; - ja+l'

donc
jatl 1 —1) 1 1
J* J
< 1 a(-a—-1)1 ( )) ozfl)l <1>
= J af+7 —~— 40| =
J 2 J J
— «

J—+o0o
(f) D’apres la question précédente, comme « > 0, on obtient :
1 1

JOHP(X =j)~ae P(X =j) ~ o € 2P(X = j) ~ O

On reconnait le terme général d’une série de Riemann convergente si et seulement si «—1 >
lea>2

Ainsi X admet une variance si et seulement si X admet un moment d’ordre 2, si et seulement
si la série de terme général j2P(X = j) converge absolument, si et seulement si o > 2 par
théoreme de comparaison avec la série de Riemann ci-dessus.

Deuxieme partie : Etude de la probabilité de panne un jour donné

4. (a) On a l’égalité d’événements A; = [X; = 1] car "événement A; signifie qu'un composant
tombe en panne a l'instant 1 (premier instant), il s’agit forcément du premier composant
puisqu’aucun composant n’a pu tomber en panne précédemment. Ainsi,

P(Al) = P(Xl = 1) & Uy = p1.
(b) i. On décompose I'événement As sur le SCE (A1, Ay) :
Ay = (Al N AQ) U(E N Ag)

e [’événement A; N As signifie quun composant est tombé en panne a l'instant 1
(forcément le premier composant) et un composant est tombé en panne a l'instant
2 (forcément le deuxieme composant); ainsi A; N Az = [X; = 1] N[X2 =1].

e L’événement A; N Aj signifie que le premier composant tombe en panne & 'instant
2 donc A1 N Ay = [X; = 2.
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On a bien :
Ay =[xy =2 J (X1 =1]n[Xy =1]).
ii. Les événements de I'union ci-dessus sont incompatibles donc
Uy = P(AQ) = P(X1 :2)—|—P([X1 = 1]ﬂ [X2 = 1])
= P(Xl = 2) + P(Xl = 1)P(X2 == 1) (par indép. de X1 et Xg)
= py+p7 (car X; et Xy ont méme loi)

(c) i On sait que (X;) est une suite de variables mutuellement indépendantes donc Xi,
X1 = Xy, Xo = X3z,.... sont mutuellement indépendantes par lemme des coalitions.
De plus, d’apres ’énoncé, Vi > 1, X; = X;41 a méme loi que X;.

ii. Soit kK < n. On sait d’apres I'énoncé que 1’événement A, signifie qu'un composant
tombe en panne le jour n c’est-a-dire :
An = JIT5 = 7]
j>1
donc par distributivité de 'union par rapport a l'intersection,
AN [X =k = X1 = kN7 =n] = X1 =K N[T; =n],
Jj=1 Jj=2

car [Xi =klNn[Th=n
Anﬂ[Xlzk‘] = [Xlzk‘]ﬂ[k‘—l—Xg—l—Xg—l——l-Xj:n]

[X1 = k] N [X1 =n] =0. En poursuivant le calcul,

—

[Xl:k‘]ﬂ[XQ—FX:;—l-...—{—X]’:TL—k]
= [Xl:k]ﬂ[X1+X2+...+Xj_1:n—k]

= (X1 =kN[X1+Xo+ ..+ X; =n— k| (chgt d’indice)

= [Xlzk]ﬁ U[Xl—FXQ—F—}—XJZTL—]C]
j=>1

iii. Pour tout 1 < k < n,

P[Xlzk](An) = P(Xl _ )
P <[X1 =kNU[Xi+ X2+ ...+ X; :n—k]>
i>1 o 3
= P =) (d’apres 4.(c)ii.)
PXi=k) S P(X1+Xo+ ...+ X; =n—k)
i1
- P(X, = k)

par indépendance des événements de l'intersection ( d’apres 4.(c)i. et par lemme des
coalitions) et incompatibilité 2 & 2 des év. de I'union ). En simplifiant, on obtient :

Pix,—iy(An) =) P(X1+Xo+ ..+ X;j=n—k) =) P(Tj=n—k)
Jj=1 j=21

car X1+ Xo+..+X j ameéme loi que T en tant que somme de variables indépendantes,
toutes de méme loi que X;. Finalement, par incompatibilité,

Py (An) = P | J(Ty=n—k) | = P(Ar 1)
i>1
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(d) Par formule des probabilités totales sur le SCE (X; = k)i>1, on a :

+oo
P(An) = ZP(XI = k)P[Xlzk](An)

k=1
n “+oo
= Y P(X1=k)Px,_i(An)+ Y P(X1=k)Px,—i)(An)
= k=n+1
n +o0
= ) P(X1 =k)Px,—i(A) + > 0
k=1 k=n+1

car si kK > n, un composant ne peut pas tomber en panne a 'instant n alors que le premier
composant tombe en panne a l'instant k£ > n. Donc, en sortant le n-ieme terme :

n—1
P(An) = P(X1 =k)P(An—k) + P(X1 = n)P(x,—n)(An) (d’apres 4.(c)iii.)

3??‘
>—A>—A

= Zpkun k+Pnx1
k=1

= PlUp—1 + DP2Upn—2 + ... + Pn_1u1 + ppup (car ug = 1)
5. (a) Pour tout entier k > 0,

+o0
P(X1>k) = > PXi=j)= Zu—

j—k+1 j=k+1
_ 1 _ _\W\k
= AZl— A1 = N)F xl_(l_)\)_(l ME.

(b) Par définition d’'une probabilité conditionnelle,

P(X:>kN[X =k+1]) PXi=k+1)
P(X1 > k) - P(X1>k)

Pxspw(Xi=k+1) =

car [X1 =k +1] C [X; > k. Ainsi,

A1 = N)F _

(c) Démontrer par récurrence forte sur n € N*, la propriété & (n) : "P(A4,) = \”.
P(A1) = P(X1=1)=A1- X)) = X donc £(1) est vraie.
Héré. Soit n € N*. Supposons que, pour tout k € [1,n], (k) est vraie. Calculons P(A;,+1) :

n+1
P(Ant1) =tuny1 = Zpkun+1—k (d’apres 4.(d))

n n
= ) PkUnti-k +Pni1tio = > _prA+pny1  (par HR)
k=1 k=1

= AD pe+par1 =AP(X1 <n)+ P(X1 =n+1)
k=1
= )\—)\P(X1>n)+P(X1:n+1)
P(X1=n+1)
= A= P(X1>n)[A= Pix,sn)(X1 =n+1)]
= A=P(X;>n)[A—=2A] (dapres 5.(b))
= A

= A—P(X;>n) [)\—
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Ccl. Par principe de récurrence forte, &(n) est vraie pour tout n € N*.

6. (a) La famille d’événement (X; = k)j>2 forme un SCE donc

+o0 400 +o00 +00
dpr=1lepi+p+d pr=1ep+tl-p+Y pp=1&> p=0.
k=1 k=3 k=3 k=3

Or cette somme est a termes tous positifs donc comme cette somme est nulle, tous les
termes sont nuls. Ainsi,

V/{?Z?), pkzo.

(b) Soit la matrice

()

M <un—1) _ (pun_l + (1~ p)un_z>
Un—2 Un—1

Or, d’apres 4.(d),

Up = PlUp—1 + P2Upn—2+ ...+ Pp_1Ul + Prlo

n
= Pup—1+ (1 - p)un—Q + Z Owp—k
k=3

= PUp—1+ (1 - p)un—Q-

Ainsi,

i.

ii.

() )(2)
Unp—2 Unp—1 Un—1 ’

On cherche les valeurs A telles que M — Al non inversible par méthode du déterminant,
on trouve :

Sp(M) ={1,p—1}.
On remarque que, comme 0 < p < 1, alors —1 < p—1 < 0, donc M a deux valeurs

propres distinctes.
On résout les équations MX = X et MX = (p — 1)X d’inconnue X € #5;1(R), on
trouve respectivement

Bi(M) = Vect (G)) et E,_1(M)=Vect <<pz 1)) .

Ainsi, par concaténation de familles libres (a chaque fois un vecteur non nul) de sous-

N . . 1 -1
espaces propres associés a des valeurs propres distincts, la famille (< 1) , (p 1 )) est

libre dans .#5 1 (R) et de cardinal égal & la dimension. C’est donc une base de .#5 1 (R)
et M est diagonalisable. Si on pose

(1 p-1 (10
p_<1 1) et D_<0 p_1>,

on a donc M = PDP~ L.

On peut utiliser la question précédente pour obtenir la formule (raisonnement classique
avec M"~! = ppn-tp-1),

Comme on nous donne la formule, on peut également le démontrer directement par
récurrence. Faisons cette méthode et montrons par récurrence sur n € N* la propriété

P(n):
77Mn—1 _ 1 1 1_p 4 (p_l)nil ]-—p p_]- 9
T 2—p\1 1-p 2-p ~1 1 '
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Ini. On a:

1 1 1—p +(p—1)0 1—-p p—1
2—-p\1 1-p 2—0p -1 1
1 [(141-p 1—p+p—1
2-p\ 1-1 1—-p+1

]. 2—p 0 0
2—p< 0 2—2?)

donc (1) est vraie.

Héré. Soit n > 1. Supposons que & (n) est vraie. Alors,

M" = M"'M
_ 1 M1 1-p\ @-)"'"(1—p p—1\\(p 1-p
- (2—p<1 1—p>+ 2-p -1 1 1 0 (par HR)
L 1 1-p\(p 1-p Jr(zo—l)”‘1 1—p p—1\(p 1-p
T 2—p\1 1-p/\1 0 2—p —1 1 1 0
_ L b lepy =D (1-p p-1
 2—p\1l 1-p 2—p -1 1

Donc #Z(n+ 1) est vraie.

Ccl. Par le principe de récurrence, &?(n) est vraie pour tout n € N*,

(d) i. D’apres le résultats 6.(b), on peut prouver par une récurrence évidente que

() (2) 4 )

On calcule la premiere ligne de ce produit matriciel, on obtient :

1— _ n+1
v, = Lo =)
2-p
ii. Comme —1<p—1<0<1l,ona:
1—(p—1)"*! 1
v, = Lo 1

2—p n—+oo 2 —p

Troisieme partie : Etude de la durée de fonctionnement

7. La suite (X;) est une suite de variables aléatoires identiquement distribuées donc, pour tout
i > 1, X; a une espérance et E(X;) = u. Ainsi, par linéarité de 'espérance, T} a une espérance,

qui vaut :
k
E(Ty) =Y E(X) = kp
i=1
8. (a) Les variables X7, ..., X, étant indépendantes et identiquement distribuées, T}, admet donc

une variance qui vaut :
k

V(Ty) =) V(X;) = ko®.
=1

(b) T} admettant une variance, donc on peut appliquer l'inégalité de Bienaymé-Tchebychev
avec ke > 0 :

V(Ty) ko? o2

P (T~ B(T)| > k) < <5

8
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(c) On passe a I’événement contraire, on obtient :

2
P (|Ty — kpl <ka):1—P(|Tk—ku12ks)21—]s—€2
Or,
[T — kpl < kel = [~ke <Tp—kp<kel=[k(p—e¢)<Tp<k(p+e)

Ty,
= ,u—5<?<,u+5

Ainsi, par théoréme d’encadrement,

T o?
1>P —e< —< =PI, —kul<ke)>1 - — —>
> p(p-e< i <pte) = PR kil <k 21- Ty

9. (a) Effectuons une disjonction de cas sur le SCE ((X; < m), (X; > m)):
e Si X; < m, alors Yi(m) + Zi(m) =X;+0=X,.
e Si X; > m, alors Yi(m) + Zi(m) =0+ X, =X,
Ainsi,
Y;(m) 4 Zi(m) — X,

(b) i. Posons f,, la fonction définie sur R par

fm(x):{x six>m,‘

0 sinon.

m . . s S z
Alors, Z{ ) = fm(X1). Ainsi, par théoréme de transfert, sous réserve de convergence
absolue, on a :

+oo
E(Z{") = E(fu(X1) = Y fm(@)P(X1 =1)
=1

m too
= Y fu@)PX1=9)+ Y fu()P(X1=1)
=1

i=m-+1
m “+00
= Y O0P(Xy=i)+ » iP(X1=1)
=1 i=m-+1

Or a > 1 donc X; admet une espérance donc la série de terme général iP(X; = i)

)

m . z
converge absolument. Donc Z£ admet bien une espérance et

+o00 +o00
B(Z{™) = Z iP(X1=1) < Z z% (d’apres 3.(d)ii.)
t=m+1 i=m+1

ii. On applique la méthode de comparaison série-intégrale :
e Pour tout ¢ > m + 1,

1 1 o' a
i—1<z<i=2<i"= —>—=—>_—.
- - T T o e T

On integre 'inégalité obtenue sur [¢ — 1,4] (bornes croissantes) :

i
o (0%
—dx > —.

i—1 ¢ (o
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e Sommons 'inégalité obtenue sur [m + 1, +oo[ :

I o { +oo
o a o )
— < Z —dx = —dz  (par relation de Chasles).
jo 1 T e
i=m+1 i=m417" "

/A Lar = /A ar” %dx = { a _O‘H]A
m TE m a+1 m
_ Y s S S
—a+1 a—1
@ mfaJrl

H -
Astoo a—1

cara>1<a—1>0donc Al = 0.

Aol A—>—+>oo
iv. On a :
° Z%m) >0car X; >0et 0>0 donc E(me)) > 0.

(m) Rade o
o E(Z7) < / —dr = ——m~ " d’apres 9.(b)ii. et 9.(b)iii.
N A a—1
Ainsi,
o m—a-i—l_

0< EZ™) < —

Or, lim m~*t! =0 donc, par théoreme d’encadrement, lim F (Zyn)) =0.
i m—r—+o0
v Y1(m) = X; — Z{m) donc par linéarité de ’espérance, Yl(m)

vaut

admet une espérance qui

=~

) — u-0=p

m——+00

E(Y™) = E(X1) - E(Z{"

(¢c) i. D’apres la définition de Yl(m), on a Y1( m) < X et Yl(m) < m car si X; < m alors
Yl(m) = X1 <metsi X; >m alors Y1( m) _ =0<m< Xj.
Ainsi, (V;™)2 = v{™ x v{™ < mX;.
ii. (Yl(m))2 > 0 et X7 admet une espérance donc m.X; admet une espérance, par théoreme

(m)

de comparaison, Y;" admet alors un moment d’ordre 2, c’est-a-dire admet une vari-
ance. De plus, par théoreme de Koenig-Huygens, on a

V(Y™) = B(Y\™)?) - B(Y"™)? < B(Y"™)?) < E(mX)) = mE(X;) = mp.

i _a _l-a
(d) On sait que _%3m N 0.

Donc par définition de la limite, Ve > 0, il existe my € N* tel que Vm > my, ﬁml_a <e.
(e) On a

B

k
U™ 4 ym ZY””+ZZ =3 (2 =3 X =
=1 =1 =1
(f) i Zi(m) = fm(X;) est de méme loi que Zﬁm) = fm(X1) (car X; et X7 ont méme loi) donc
E (Zi(m)) =F (me)). Ainsi, par linéarité de I’espérance, Vk(m) admet une espérance qui
vaut

k
E(Vk(m)) = ZE(Zl(m)) = k:E(me)) <kx @ 1m1*°‘ (d’apres 9.(b) i. et iii.).

: o —
=1

10
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ii. Vk(m) > 0 et admet une espérance donc on peut appliquer I'inégalité de Markov:

E(Vk(m)) e mi-e
ke T a—-1 ¢

PV™ > ke) < (d’apres 9.(f)i.).

(g) i Ulgm) =T — Vk(m) donc

m m m « —a
E(U™) = BE(Ty) — EV™) =k — B(V™) > kp — h—m' ™,

d’apres 9.(f)i.
ii. e D’apres la question précédente,

BU™) — kp > —k——=m'"" > ke

d’apres 9.(d).
e On sait que U,gm) =T — Vk(m) < T}, donc E(Uém)) < ku donc

E(UM™) = kp <0< ke.

Ainsi, —ke < B(U™) = kp < ke & |BU™) = kp| < ke.
iii. Montrons que
U™ — kul = 2he] € ([0 = BWU™)] > e).
Si [|U,§m) — ku| > 2ke] alors U,im) — ku < —2ke ou U,gm) — kp > 42ke. Donc :
e Si U,Em) — kp < —2ke alors
U™ — BUM) = U™ — kp+ kp— B(UM™) < —2ke +0 < —ke
donc E(U,gm)) — ku| < ke.
e Si U,gm) — ku > 2ke alors
v — U™y = U™ — kp+ kp — BU™) > 2ke — ke
car d’apres 9.(g) ii. E(U,Em)) — kp < ke donc ku — E(U,Em)) > —ke.
Ainsi,
(O™ = bl > 2ke] < [[US™ = BUS™)| > kel
donc
P (|U,§m> — kp| > 2k5) <P (|U,j”) — BU™)| > ke) .

iv. Les variables X1, Xo,..., X} sont mutuellement indépendantes donc, par lemme des
coalitions, les variables Yl(m),Y2(m), . ,Yk(m) sont ainsi mutuellement indépendantes.
Elles sont toutes de méme loi que Yl(m).

Ainsi, U, lgm) admet une variance qui vaut
Vo) =S vy = kv (™) < kmp (dapres 9.(c)ii.)

v. On a :
P (yU,gm k| > 2k5> < P (|U,§m) — BWU™)| > ka) (daprs 9.(g)iil.)

V(o)
(ke)?
kmyu

k2e2
mju

ke?’

IN

(par inégalité de Bienaymé-Tchebychev)

IA

(d’apres 9.(g) iv.)
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(h) i

ii.

iii.

v.

Par formule du Crible, on a
P(ANB)=P(A)+ P(B) - P(AUB)
or P(AUB) <1 (en tant que probabilité) donc —P(AU B) > —1, d’ou :
P(ANnB)>P(A)+ P(B) — 1.
On remarque que si ’événement A N B se produit alors :
o T, = U™ + V™ < k(u + 2€) + ke = k(u+ 3¢).

o T} = U,gm) + Vk(m) > k(p—2¢)+0> k(p—3e) (car Vk(m) est positif comme somme
de variables positives).
Ainsi, on a justifié que :

ANB C (Ty €lk(p — 3¢), k(e + 3¢)|)
Dol
P (Ty, €lk(p — 3e), k(p + 3¢))
P(ANB)
P (V,jm) < ks) P (U,gm> k(i — 2¢), k(u + 25)[) 1

v

Y

e D’apres la question 9.(f)ii., on sait que

a ml—a

PV <ke) =1-P (V™ 2 he) 21~

a—1 ¢
e D’apres la question 9.(g)v., on sait que
P (UIE”“ lk(p — 2¢), k(u + 2¢) [) = P (|U,§m> — k| < 2k5)

= 1= P(JU™ ~ kul > 2ke)

my
= ke?
Ainsi, d’apres 9.(h)ii.,
a ml@ I a m'TY mpu
P (T, €lk(p — 3¢), k(p+ 3¢))) > 1— AL S S o
( k ] (lu’ E) (:u+ E)D— Oé—l € + k€2 Oé—l € k€2
Pour tout & > 1, vk > 1 donc il existe un entier my, € [\/E, 2\/%]

11—« 1—«

On a alors Vk < my < 2\/%, dou 2172k < m,lf_a < k2 par décroissance de
z— 7% sur R (car 1 — o < 0). Ainsi,

o k3" 21 Q m,lﬁf M b a 2ot u

a—1 ¢ _\/E52_ a—1 ¢ ke2 — a—1 € Vke?

Ainsi, par théoréeme d’encadrement,

1—

lim 1 — Tk Ly
k—+oco a—1 ¢ ke?
cara>1d0ncl_?°‘<0.
De plus,
11—«
a m mrp Tk
1— ko _ <Pr(=€lp—3e,u+3[) <1
a—1 ¢ ke?2 — r<k: In=3e,p+ 8[>_

donc par théoréme d’encadrement,

T;
lim P (; €lp—3e,pn+ 35[) =1.

k——+o0
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